STATISTICAL INFERENCE FOR THE BURR TYPE III DISTRIBUTION UNDER TYPE II CENSORED DATA
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ABSTRACT. In this study, estimation and prediction problems for the Burr type III distribution under type II censored data are considered. Maximum likelihood and maximum product spacing estimation methods are used to estimate model parameters. EM algorithm is employed to obtain maximum likelihood estimates. Unobserved future order statistics are predicted with best unbiased prediction method. A simulation study is carried out to exhibit performance of the estimation methods. Further, a numerical example is presented to illustrate the usefulness of the Burr III distribution.
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1. INTRODUCTION

Irwing W. Burr [1] introduced a distribution family which includes twelve distribution types. Among these distributions, Burr type III (BIII) and type XII (BXII) have attracted considerable attention in the literature. It should be noted that they are reciprocal. Lindsay [2] used BIII distribution to model diameter distributions of forest stands as an alternative to Weibull distribution. Shao [3] has modelled the NOEC toxicity data with BIII distribution. Zimav et al. [4] showed that BXII distribution is a useful model for failure data in reliability studies. Some other usages of the BIII and BXII distributions can be found in [5-10]. However, BIII distribution is more flexible to fit data than BXII in the sense that it provides wider skewness and kurtosis region. One can refer to Rodriguez [11] and Tadikamalla [12] for the details.

When investigating lifetime characteristics of a unit, it is aimed to fit failure data with a flexible distribution. Since BIII distribution can properly approximates many classical lifetime models such as Weibull, gamma and lognormal [13], it is
worthwhile to model failure data with BIII distribution. So, BIII distribution plays an important role in lifetime analysis. In survival and reliability context, some censoring schemes are applied due to time and cost restrictions. A commonly used censoring scheme is type II censoring in which only the first \( r \leq n \) failures among the \( n \) units are observed. Wingo [14] studied the maximum likelihood estimation for BXII distribution under type II censoring. Wang and Cheng [15] and Sayyareh [16] derived the expectation-maximization (EM) procedure for BXII distribution under multiple censoring and type II censoring, respectively. It should be pointed out that once the parameters of BXII distribution have been estimated from a random sample, the parameters of BIII distribution have already been obtained because of their reciprocal property, vice versa. However, this relation does not hold for the type II censored data though it holds for the complete sample. This fact can be explained as follows.

Let the random variable \( Y \) has BXII distribution, then \( X = 1/Y \) has BIII distribution. So, when a complete sample from BIII distribution is observed, the estimates of parameters can be obtained from the estimation procedure of BXII model by replacement of each observation with its reciprocal. Let type II censored sample from BIII distribution has been observed. It is clear that, the inverses of these observations do not correspond to the type II censored sample from BXII distribution. Thus, estimation procedure for the parameters of BIII distribution under type II censoring has to be derived. Moradi et al. [17] have considered so called exponentiated-BIII distribution under type II censored data. However, extending the BIII distribution with exponentiation is meaningless since the distribution they have derived corresponds to reparametrized version of the BIII distribution. Azizi et al. [18] and Singh et al. [19] have studied parameter estimation for the BIII distribution under type II hybrid censoring and type II progressive censoring, respectively. It should be noted that these are generalizations of the classic type II censoring. In this study, estimation problem for the parameters of BIII distribution and prediction of the unobserved future order statistics under type II censored data are considered. Unlike the previous studies, the maximum product spacing (MPS) method is also taken into account as an alternative.

Remainder of the article is organized as the following. In Section 2, ML and MPS estimation methods for the parameters are considered. The EM algorithm is used to obtain ML estimates. Asymptotic variances and covariance of the ML estimates are calculated with missing information principle (MIP) introduced by Louis [20]. The Section 3 is divided to the prediction of unobserved future order statistics for the type II censored sample. A comprehensive simulation study is carried out to evaluate the performances of ML and MPS estimation methods with different parameter, sample size and censoring settings in Section 4. An illustrative real data example is studied in Section 5. Finally, the study is concluded in Section 6.
2. Parameter Estimation

The cumulative distribution function (cdf) and the probability density function (pdf) of the Burr Type III distribution are given by

\[ F(x; c, k) = \left(1 + x^{-c}\right)^{-k}, \quad x \geq 0; \quad c, k > 0, \]

\[ f(x; c, k) = kcx^{c-1}\left(1 + x^{-c}\right)^{-(k+1)}, \quad x \geq 0; \quad c, k > 0, \]

respectively. The parameters \(c\) and \(k\) are the shape parameters of the distribution. Suppose that \(X_1, X_2, ..., X_n\) be independent and identically Burr Type III distributed random variables representing the lifetimes of \(n\) independent units. For type II censoring case, only the first \(r\) \((r \leq n)\) failures, say \(X_{1:n}, X_{2:n}, ..., X_{r:n}\), are observed. These failures correspond to the first \(r\) order statistics of the random sample \(X_1, X_2, ..., X_n\). To estimate the parameters of the Burr Type III distribution we will consider ML and MPS methods, respectively.

2.1. ML method. The likelihood function of the Burr Type III distribution under type II censored data is given by

\[ L(c, k; \mathbf{x}) = \frac{n!}{(n-r)!} \prod_{i=1}^{r} f(x_{i:n}; c, k) [1 - F(x_{r:n}; c, k)]^{n-r} \]

\[ = \frac{n!}{(n-r)!} k^r c^r \left[1 - \left(1 + x_{r:n}^{-c}\right)^{-k}\right]^{n-r} \prod_{i=1}^{r} x_{i:n}^{-(c+1)} \left(1 + x_{i:n}^{-c}\right)^{-(k+1)} \]

(2.3)

where \(\mathbf{x} = (x_{1:n}, x_{2:n}, ..., x_{r:n})\). It is generally tractable to work with log-likelihood function instead of the likelihood function. Therefore, the log-likelihood function is

\[ \log L(c, k; \mathbf{x}) = \text{constant} + r \log c + \log k + (n-r) \log \left(1 - \left(1 + x_{r:n}^{-c}\right)^{-k}\right) \]

\[ - (c + 1) \sum_{i=1}^{r} \log (x_{i:n}) - (k + 1) \sum_{i=1}^{r} \log \left(1 + x_{i:n}^{-c}\right). \]

(2.4)

The ML estimates of \(c\) and \(k\) are the arguments maximizing the log \(L\) function. For the Equation (2.4), the ML estimators cannot be obtained in an analytical form. One way to obtain ML estimates of \(c\) and \(k\) is that the first partial derivatives of the log \(L\) function with respect to \(c\) and \(k\) are equated to zero and these nonlinear equations are solved by a numerical procedure such as Newton-Raphson (NR). However, when employing the NR method some errors such as non-convergence or convergence to wrong value can occur. This may result in incorrect estimates. Dempster et al. [21] developed a method called EM to calculate the ML estimates in the presence of missing data. The EM algorithm is based on repeating the E and M steps until convergence occurs. Since the log-likelihood function increases in each repetition, the EM algorithm provides remarkable results for computation of the ML estimates. For the type II censoring case, the censored observations can
be thought of missing data and therefore the EM algorithm can be used to obtain
the ML estimators. For the type II censored data with given prefixed constant \( r \), let
us denote the observed and censored data by \( \mathbf{X} = (X_{1:n}, X_{2:n}, \ldots, X_{r:n}) \) and
\( \mathbf{Z} = (Z_1, Z_2, \ldots, Z_{n-r}) \), respectively. Then the complete data is \( \mathbf{W} = (\mathbf{X}, \mathbf{Z}) \).
The log-likelihood function for the complete sample \( \mathbf{W} \) is expressed as

\[
\log L_c(c, k; \mathbf{W}) = n (\log k + \log c) - (c + 1) \sum_{i=1}^{n} \log w_i - (k + 1) \sum_{i=1}^{n} \log(1 + w_i^{-c})
\]

\[
= n (\log k + \log c) - (c + 1) \left( \sum_{i=1}^{r} \log x_{i:n} + \sum_{i=1}^{n-r} \log Z_i \right)
\]

\[
- (k + 1) \left( \sum_{i=1}^{r} \log (1 + x_{i:n}^{-c}) + \sum_{i=1}^{n-r} \log (1 + Z_i^{-c}) \right)
\]  

(2.5)

In the E step of the algorithm, the conditional expectation of the \( \log L_c \) given
\( X_{1:n} = x_{1:n}, \ldots, X_{r:n} = x_{r:n} \), that is \( E_{\mathbf{Z}|\mathbf{X}}[\log L_c(c, k; \mathbf{W})] \) has to be calculated.
By the theorem of Ng et al. [22], given \( \mathbf{X} = (x_{1:n}, \ldots, x_{r:n}) \), the unobserved variables
\( Z_1, Z_2, \ldots, Z_{n-r} \) are conditionally independent and their conditional distributions
are identical truncated BII distribution with left truncation at \( x_{r:n} \). Therefore,

\[
E_{\mathbf{Z}|\mathbf{X}}[\log L_c(c, k; \mathbf{W})]
\]

\[
= n (\log k + \log c) - (c + 1) \left( \sum_{i=1}^{r} \log x_{i:n} + \sum_{i=1}^{n-r} E[\log Z_i|Z_i > x_{r:n}] \right)
\]

\[
- (k + 1) \left( \sum_{i=1}^{r} \log (1 + x_{i:n}^{-c}) + \sum_{i=1}^{n-r} E[\log (1 + Z_i^{-c})|Z_i > x_{r:n}] \right),
\]  

(2.6)

where

\[
E[\log (1 + Z_i^{-c})|Z_i > x_{r:n}] = \frac{ck}{1 - F(x_{r:n})} \int_{x_{r:n}}^{\infty} \log (1 + z^{-c}) z^{-(c+1)} (1 + z^{-c})^{-(k+1)} dz
\]

\[
= \frac{1}{k} \left[ \frac{(1 + x_{r:n}^{-c})^{-k}}{1 - (1 + x_{r:n}^{-c})^{-k}} \log (1 + x_{r:n}^{-c}) \right],
\]  

(2.7)

\[
E[\log Z_i|Z_i > x_{r:n}] = \frac{ck}{1 - F(x_{r:n})} \int_{x_{r:n}}^{\infty} (\log z) z^{-(c+1)} (1 + z^{-c})^{-(k+1)} dz.
\]  

(2.8)

The details for the integration are given in the appendix.

In the M step of the algorithm, the function \( E_{\mathbf{Z}|\mathbf{X}}[\log L_c(c, k; \mathbf{W})] \) is max-
imized with respect to the parameters \( c \) and \( k \). Let us write \( \lambda(c, k; x_{r:n}) = E[\log (1 + Z_i^{-c})|Z_i > x_{r:n}] \) and \( \tau(c, k; x_{r:n}) = E[\log Z_i|Z_i > x_{r:n}] \). Hereby, the
ML estimates $\hat{c}$ and $\hat{k}$ of the parameters $c$ and $k$ are obtained by repeating the iteration

$$
(c_{(h+1)}, k_{(h+1)}) = \arg \max_{c, k > 0} \left\{ n (\log k + \log c) - (c + 1) \left[ \sum_{i=1}^{r} \log x_{i:n} + (n - r) \tau (c_{(h)}, k_{(h)}; x_{r:n}) \right] - (k + 1) \left[ \sum_{i=1}^{r} \log \left( 1 + x_{i:n}^{-c} \right) + (n - r) \lambda (c_{(h)}, k_{(h)}; x_{r:n}) \right] \right\},
$$

$$h = 0, 1, 2, ..., \quad \text{until} \quad \| (c_{(h+1)} - c_{(h)}, k_{(h+1)} - k_{(h)}) \| < \epsilon \quad \text{is satisfied, where} \quad \| . \| \quad \text{stands for the Euclidean norm in} \quad \mathbb{R}^2, \quad c_{(0)} \quad \text{and} \quad k_{(0)} \quad \text{are the initial guesses of} \quad \hat{c} \quad \text{and} \quad \hat{k} \quad \text{and} \quad \epsilon > 0 \quad \text{denotes pre-specified tolerance level. Thus,} \quad \hat{c} = c_{(h+1)} \quad \text{and} \quad \hat{k} = k_{(h+1)} \quad \text{for which} \quad h\quad \text{is the smallest integer such that the convergence criterion holds.}
$$

The maximization procedure can be done as given by Kundu and Pradhan [23]. First, $c_{(h+1)}$ is obtained by solving the fixed point type equation

$$g(c) = c,$$

where

$$g(c) = n \left[ \sum_{i=1}^{r} \log x_{i:n} + (n - r) \tau (c_{(h)}, k_{(h)}; x_{r:n}) - (k + 1) \sum_{i=1}^{r} \frac{x_{i:n}^{-c} \log x_{i:n}}{1 + x_{i:n}} \right]^{-1}$$

and

$$k(c) = n \left[ \sum_{i=1}^{r} \log \left( 1 + x_{i:n}^{-c} \right) + (n - r) \lambda (c_{(h)}, k_{(h)}; x_{r:n}) \right]^{-1}.$$ (2.9)

Then $k_{(h+1)}$ is obtained as $k_{(h+1)} = k(c_{(h+1)})$.

One of the advantages using the EM algorithm when computing the ML estimates is that it enables us to obtain Fisher information matrix easily via MIP. The MIP is based on the idea

Observed information = Complete information - Missing information.

Let us write $\theta = (c, k)$. Then, the complete information and the missing information matrices are defined as

$$I_{com} (\theta) = -nE \left[ \begin{array}{c} \frac{\partial^2 \log f(X; \theta)}{\partial c^2} \\
\frac{\partial^2 \log f(X; \theta)}{\partial c \partial k} \\
\frac{\partial^2 \log f(X; \theta)}{\partial k^2} \end{array} \right], \quad (2.11)$$

$$I_{mis} (\theta) = - (n - r) E \left[ \begin{array}{c} \frac{\partial^2 \log f(X|X > x_{r:n}; \theta)}{\partial c^2} \\
\frac{\partial^2 \log f(X|X > x_{r:n}; \theta)}{\partial c \partial k} \\
\frac{\partial^2 \log f(X|X > x_{r:n}; \theta)}{\partial k^2} \end{array} \right]. \quad (2.12)$$
respectively, where $X$ is BIII random variate and $f$ is the pdf of $X$. Thus, the observed information matrix is given as

$$I_{\text{obs}}(\theta) = I_{\text{com}}(\theta) - I_{\text{mis}}(\theta).$$

(2.13)

The elements of these matrices are given in the appendix. By inverting the matrix $I_{\text{obs}}(\theta)$, one can obtain the asymptotic variance-covariance matrix of the ML estimates $\hat{c}$ and $\hat{k}$.

In order to evaluate the performance of approximation for the variances and covariance of the ML estimates obtained from the information matrix, we have carried out a Monte Carlo simulation with 1000 replications. For the sake of simplicity, we take $c = 1$ and $k = 1$. The variances and covariance obtained from simulation and information matrix are given in Table 1. We also give coverage probability (CP) of $\%95$ confidence interval of $\hat{c} + \hat{k}$. It is ratio satisfying

$$c + k \in (\hat{c} + \hat{k} - 1.96\sqrt{\text{Var}(\hat{c} + \hat{k})}, \hat{c} + \hat{k} + 1.96\sqrt{\text{Var}(\hat{c} + \hat{k})}).$$

Here, $\text{Var}(\hat{c} + \hat{k}) = \text{Var}(\hat{c}) + \text{Var}(\hat{k}) + 2\text{Cov}(\hat{c}, \hat{k})$ and it is computed from information.

**Table 1.** Variances, covariance and coverage probability of ML estimates using the EM algorithm

<table>
<thead>
<tr>
<th>n</th>
<th>r</th>
<th>Simulated</th>
<th>From Information</th>
<th>CP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$\text{Var}(\hat{c})$</td>
<td>$\text{Var}(\hat{k})$</td>
<td>$\text{Cov}(\hat{c}, \hat{k})$</td>
</tr>
<tr>
<td>30</td>
<td>21</td>
<td>0.0541</td>
<td>0.0452</td>
<td>-0.0251</td>
</tr>
<tr>
<td>24</td>
<td>24</td>
<td>0.0412</td>
<td>0.0407</td>
<td>-0.0180</td>
</tr>
<tr>
<td>27</td>
<td>27</td>
<td>0.0357</td>
<td>0.0445</td>
<td>-0.0170</td>
</tr>
<tr>
<td>50</td>
<td>35</td>
<td>0.0224</td>
<td>0.0270</td>
<td>-0.0117</td>
</tr>
<tr>
<td>40</td>
<td>40</td>
<td>0.0222</td>
<td>0.0243</td>
<td>-0.0087</td>
</tr>
<tr>
<td>45</td>
<td>45</td>
<td>0.0188</td>
<td>0.0274</td>
<td>-0.0089</td>
</tr>
<tr>
<td>100</td>
<td>70</td>
<td>0.0096</td>
<td>0.0126</td>
<td>-0.0051</td>
</tr>
<tr>
<td>80</td>
<td>80</td>
<td>0.0101</td>
<td>0.0123</td>
<td>-0.0049</td>
</tr>
<tr>
<td>90</td>
<td>90</td>
<td>0.0097</td>
<td>0.0120</td>
<td>-0.0046</td>
</tr>
</tbody>
</table>

It is seen from the Table 1 that the approximations for the variances and covariance determined from the information matrix are satisfactory in the case of moderate $n$ and low censoring. The approximations become more accurate as $n$ increases even if the censoring level is high. Also, the values of CP are near 0.95 in almost all cases.

2.2. MPS method. The MPS method was introduced as an alternative to ML method by Cheng and Amin [24] and independently by Ranneby [25]. Their aim is to overcome an unboundedness problem of the likelihood with a pdf having shifted origin for which the ML estimators may become inconsistent. For comprehensive content, one can refer to Ekström [26]. MPS and ML estimators are asymptotically equal and have same asymptotic sufficiency, consistency and efficiency properties as pointed out in Cheng and Amin [24]. The MPS method is based on maximizing the product of consecutive differences between values of the cdf at ordered observations.
Considering the probability integral transform, it is clear that MPS method chooses the values as estimates which make the spacings as uniform as possible. Since the cdf is being used as base function, there does not occur any unboundedness problem.

The MPS estimators of $c$ and $k$ are given for complete and type II censored data as follows. Let $X = (X_1, X_2, ..., X_n)$ be a complete sample from BIII distribution. Therefore, the MPS estimates are the arguments maximizing the function $G(c, k; \mathbf{x})$

$$G(c, k; \mathbf{x}) = \prod_{i=1}^{n+1} \left[ F(x_{i:n}; c, k) - F(x_{i-1:n}; c, k) \right],$$

with respect to $c$ and $k$ where $(x_{1:n}, x_{2:n}, ..., x_{n:n})$ is the ordered sample and $F(x_{0:n}; c, k) := 0$, $F(x_{n+1:n}; c, k) := 1$. For the type II censored sample, the function $G(c, k; \mathbf{x})$ can be obtained similarly as given in Ng et al. [27] by

$$G(c, k; \mathbf{x}) = \prod_{i=1}^{r+1} \left[ F(x_{i:n}; c, k) - F(x_{i-1:n}; c, k) \right] \times [1 - F(x_{r:n}; c, k)]^{n-r},$$

where $\mathbf{x} = (x_{1:n}, x_{2:n}, ..., x_{r:n})$ and $F(x_{r+1:n}; c, k)$ is taken to be 1 for convenience. Hence, the MPS estimators are

$$\left( \hat{c}, \hat{k} \right) = \arg \max_{c, k > 0} G(c, k; \mathbf{X}).$$

Since there are no analytic expressions for $\hat{c}$ and $\hat{k}$, they can be obtained by numerical non-linear optimization techniques.

### 3. Prediction of Future Order Statistics

In this section, we will consider predicting the unobserved future order statistics for type II censored data. As well as, there are some methods, we prefer to use the best unbiased prediction method. Let $\mathbf{X} = (X_{1:n}, X_{2:n}, ..., X_{r:n})$ be the sample will being observed and $Y_k = X_{r+k:n}$, $k = 1, ..., n-r$ be the unobservable variables for the type II censored data. Therefore, the best unbiased predictor (BUP) for $Y_k$, $k = 1, ..., n-r$ is defined as

$$\hat{Y}_k = E[Y_k|\mathbf{X}].$$

Considering the Markovian property of order statistics, $E[Y_k|\mathbf{X}] = E[Y_k|X_{r:n}]$. It should be noted that, $Y_k$, $k = 1, ..., n-r$, corresponds to the $k$th order statistic of $n-r$ units from the truncated BIII distribution with left truncation at $x_{r:n}$, given $X_{r:n} = x_{r:n}$. Therefore, given $X_{r:n} = x_{r:n}$, the pdf of $Y_k$ is

$$f_k(y|x_{r:n}; c, k) = k \left( \frac{n-r}{k} \right) [F(y; c, k) - F(x_{r:n}; c, k)]^{k-1} [1 - F(y; c, k)]^{n-r-k} \times [1 - F(x_{r:n}; c, k)]^{r-n}, \quad y > x_{r:n},$$

(3.2)
where \( f \) and \( F \) are the pdf and cdf of BIII distribution with parameters \( c \) and \( k \), respectively. Thus, the BUP for \( Y_k, k = 1, \ldots, n - r \) is

\[
\hat{Y}_k = \int_{x_{r:n}}^{\infty} y f_k(y|x_{r:n}; \hat{c}, \hat{k}) \, dy,
\]

where \( \hat{c} \) and \( \hat{k} \) are the ML estimates based on \((x_{1:n}, x_{2:n}, \ldots, x_{r:n})\).

### 4. Simulation Study

In this section, we will carry out a Monte Carlo simulation in order to investigate how the ML and MPS estimation methods perform for BIII distribution under different settings for sample sizes, censoring and parameter values. For this purpose, the number of replications is chosen as \( N = 10^4 \). Sample sizes are taken as 20, 40, 60 and 100. Two censoring levels, \( \%10 \) and \( \%30 \), are considered for each sample sizes. It should be noted that the pdf of the BIII distribution is L-shaped when \( ck \leq 1 \) and unimodal when \( ck > 1 \). So, we both consider L-shaped and unimodal cases by choosing the parameters as \((c = 1, k = 1), (c = 0.6, k = 0.8), (c = 2, k = 0.4)\) and \((c = 1, k = 2), (c = 0.8, k = 1.5)\), respectively. For convergence criteria of the EM algorithm, we take the tolerance level as \( \epsilon = 10^{-5} \). All the simulations are conducted in MATLAB\textsuperscript{TM} program. The nonlinear optimization tools are used for computation of the MPS estimators. We present the simulation mean, bias and mean square error (MSE) values for both ML and MPS estimators of \( c \) and \( k \) in Tables 2-6.

#### Table 2. ML and MPS estimations when \( c = 1, k = 1 \)

<table>
<thead>
<tr>
<th>( n )</th>
<th>( r )</th>
<th>( \hat{c}_{ML} )</th>
<th>Bias</th>
<th>MSE</th>
<th>( \hat{c}_{MPS} )</th>
<th>Bias</th>
<th>MSE</th>
<th>( \hat{k}_{ML} )</th>
<th>Bias</th>
<th>MSE</th>
<th>( \hat{k}_{MPS} )</th>
<th>Bias</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>14</td>
<td>0.9081</td>
<td>-0.0119</td>
<td>0.6974</td>
<td>1.0903</td>
<td>0.0993</td>
<td>0.0923</td>
<td>4.0919</td>
<td>0.1196</td>
<td>0.2776</td>
<td>0.9912</td>
<td>-0.0098</td>
<td>0.0744</td>
</tr>
<tr>
<td>18</td>
<td>1.9682</td>
<td>0.0682</td>
<td>0.0799</td>
<td>1.0371</td>
<td>0.0371</td>
<td>0.0733</td>
<td>0.9660</td>
<td>-0.0310</td>
<td>0.0614</td>
<td>1.0038</td>
<td>0.0038</td>
<td>0.0594</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>28</td>
<td>0.9686</td>
<td>-0.1332</td>
<td>0.0554</td>
<td>1.1088</td>
<td>0.1088</td>
<td>0.0461</td>
<td>0.9993</td>
<td>-0.0007</td>
<td>0.1258</td>
<td>0.9928</td>
<td>-0.0072</td>
<td>0.0352</td>
</tr>
<tr>
<td>30</td>
<td>1.0361</td>
<td>0.0341</td>
<td>0.0278</td>
<td>1.0255</td>
<td>0.0255</td>
<td>0.0366</td>
<td>0.9769</td>
<td>-0.0240</td>
<td>0.0923</td>
<td>0.9960</td>
<td>-0.0036</td>
<td>0.0301</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>42</td>
<td>0.8430</td>
<td>-0.1570</td>
<td>0.0423</td>
<td>1.1119</td>
<td>0.1119</td>
<td>0.0342</td>
<td>0.9995</td>
<td>-0.0065</td>
<td>0.0275</td>
<td>0.9946</td>
<td>-0.0054</td>
<td>0.0232</td>
</tr>
<tr>
<td>54</td>
<td>1.0641</td>
<td>0.0011</td>
<td>0.0169</td>
<td>1.0227</td>
<td>0.0227</td>
<td>0.0218</td>
<td>0.9814</td>
<td>-0.0186</td>
<td>0.0168</td>
<td>0.9978</td>
<td>-0.0022</td>
<td>0.0201</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>70</td>
<td>0.8241</td>
<td>-0.1759</td>
<td>0.0404</td>
<td>1.1137</td>
<td>0.1137</td>
<td>0.0253</td>
<td>0.9997</td>
<td>-0.0003</td>
<td>0.0154</td>
<td>0.9963</td>
<td>-0.0037</td>
<td>0.0137</td>
</tr>
<tr>
<td>90</td>
<td>0.9879</td>
<td>-0.0121</td>
<td>0.0096</td>
<td>1.0102</td>
<td>0.0102</td>
<td>0.0127</td>
<td>0.9856</td>
<td>-0.0144</td>
<td>0.0098</td>
<td>0.9971</td>
<td>-0.0029</td>
<td>0.0119</td>
<td></td>
</tr>
</tbody>
</table>

#### Table 3. ML and MPS estimations when \( c = 0.6, k = 0.8 \)

<table>
<thead>
<tr>
<th>( n )</th>
<th>( r )</th>
<th>( \hat{c}_{ML} )</th>
<th>Bias</th>
<th>MSE</th>
<th>( \hat{c}_{MPS} )</th>
<th>Bias</th>
<th>MSE</th>
<th>( \hat{k}_{ML} )</th>
<th>Bias</th>
<th>MSE</th>
<th>( \hat{k}_{MPS} )</th>
<th>Bias</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>14</td>
<td>0.6244</td>
<td>0.0214</td>
<td>0.3107</td>
<td>0.8038</td>
<td>0.0038</td>
<td>0.0834</td>
<td>0.5781</td>
<td>0.1081</td>
<td>2.3306</td>
<td>0.7960</td>
<td>-0.0038</td>
<td>0.0641</td>
</tr>
<tr>
<td>18</td>
<td>0.6547</td>
<td>0.0547</td>
<td>0.0732</td>
<td>0.8263</td>
<td>0.0263</td>
<td>0.0540</td>
<td>0.5536</td>
<td>-0.0064</td>
<td>0.1635</td>
<td>0.8102</td>
<td>0.0102</td>
<td>0.0459</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>28</td>
<td>0.5239</td>
<td>-0.0761</td>
<td>0.0460</td>
<td>0.9148</td>
<td>0.1148</td>
<td>0.0410</td>
<td>0.6240</td>
<td>0.0240</td>
<td>0.2603</td>
<td>0.7863</td>
<td>-0.0017</td>
<td>0.0295</td>
</tr>
<tr>
<td>30</td>
<td>0.6101</td>
<td>0.0101</td>
<td>0.0125</td>
<td>0.8243</td>
<td>0.0243</td>
<td>0.0244</td>
<td>0.5874</td>
<td>-0.0126</td>
<td>0.0119</td>
<td>0.8949</td>
<td>0.0049</td>
<td>0.0222</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>42</td>
<td>0.4959</td>
<td>-0.1011</td>
<td>0.0265</td>
<td>0.9210</td>
<td>0.1210</td>
<td>0.0336</td>
<td>0.6093</td>
<td>0.0093</td>
<td>0.0146</td>
<td>0.7888</td>
<td>-0.0012</td>
<td>0.0192</td>
</tr>
<tr>
<td>54</td>
<td>0.5965</td>
<td>-0.0015</td>
<td>0.0071</td>
<td>0.8215</td>
<td>0.0215</td>
<td>0.0157</td>
<td>0.5890</td>
<td>-0.0110</td>
<td>0.0072</td>
<td>0.8017</td>
<td>0.0017</td>
<td>0.0147</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>70</td>
<td>0.4853</td>
<td>-0.1147</td>
<td>0.0174</td>
<td>0.9238</td>
<td>0.1238</td>
<td>0.0257</td>
<td>0.5976</td>
<td>-0.0024</td>
<td>0.0075</td>
<td>0.7576</td>
<td>-0.0022</td>
<td>0.0114</td>
</tr>
<tr>
<td>90</td>
<td>0.5016</td>
<td>0.0084</td>
<td>0.0041</td>
<td>0.8199</td>
<td>0.0199</td>
<td>0.0096</td>
<td>0.5530</td>
<td>-0.0070</td>
<td>0.0042</td>
<td>0.8002</td>
<td>0.0002</td>
<td>0.0090</td>
<td></td>
</tr>
</tbody>
</table>
Table 4. ML and MPS estimations when $c = 0.4, k = 2$

<table>
<thead>
<tr>
<th>n</th>
<th>r</th>
<th>Mean</th>
<th>Bias</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>14</td>
<td>0.3720</td>
<td>-0.0280</td>
<td>0.0083</td>
</tr>
<tr>
<td>18</td>
<td>0.4292</td>
<td>0.0207</td>
<td>0.0071</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>28</td>
<td>0.3543</td>
<td>-0.0457</td>
<td>0.0051</td>
</tr>
<tr>
<td>36</td>
<td>0.4061</td>
<td>0.0061</td>
<td>0.0030</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>42</td>
<td>0.3477</td>
<td>-0.0523</td>
<td>0.0046</td>
</tr>
<tr>
<td>54</td>
<td>0.4016</td>
<td>0.0016</td>
<td>0.0018</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>70</td>
<td>0.3440</td>
<td>-0.0560</td>
<td>0.0042</td>
</tr>
<tr>
<td>90</td>
<td>0.3979</td>
<td>-0.0021</td>
<td>0.0011</td>
<td></td>
</tr>
</tbody>
</table>

Table 5. ML and MPS estimations when $c = 0.8, k = 1.5$

<table>
<thead>
<tr>
<th>n</th>
<th>r</th>
<th>Mean</th>
<th>Bias</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>14</td>
<td>0.7425</td>
<td>-0.0575</td>
<td>0.0493</td>
</tr>
<tr>
<td>18</td>
<td>0.8431</td>
<td>0.0431</td>
<td>0.0341</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>28</td>
<td>0.7012</td>
<td>-0.0998</td>
<td>0.0236</td>
</tr>
<tr>
<td>36</td>
<td>0.8121</td>
<td>0.0121</td>
<td>0.0135</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>42</td>
<td>0.6879</td>
<td>-0.1121</td>
<td>0.0211</td>
</tr>
<tr>
<td>54</td>
<td>0.8031</td>
<td>0.0031</td>
<td>0.0063</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>70</td>
<td>0.6763</td>
<td>-0.1217</td>
<td>0.0196</td>
</tr>
<tr>
<td>90</td>
<td>0.7037</td>
<td>-0.0063</td>
<td>0.0049</td>
<td></td>
</tr>
</tbody>
</table>

Table 6. ML and MPS estimations when $c = 1, k = 2$

<table>
<thead>
<tr>
<th>n</th>
<th>r</th>
<th>Mean</th>
<th>Bias</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>14</td>
<td>0.9299</td>
<td>-0.0701</td>
<td>0.0519</td>
</tr>
<tr>
<td>18</td>
<td>1.0532</td>
<td>0.0532</td>
<td>0.0462</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>28</td>
<td>0.8834</td>
<td>-0.1166</td>
<td>0.0321</td>
</tr>
<tr>
<td>36</td>
<td>1.0162</td>
<td>0.0162</td>
<td>0.0184</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>42</td>
<td>0.8711</td>
<td>-0.1289</td>
<td>0.0284</td>
</tr>
<tr>
<td>54</td>
<td>1.0028</td>
<td>0.0028</td>
<td>0.0117</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>70</td>
<td>0.8690</td>
<td>-0.1400</td>
<td>0.0261</td>
</tr>
<tr>
<td>90</td>
<td>0.9047</td>
<td>-0.0063</td>
<td>0.0067</td>
<td></td>
</tr>
</tbody>
</table>

The simulation results have been summarized as follows. First of all, the behaviors of the ML and MPS estimators do not show a discrepancy depending on whether the pdf is L-shaped or unimodal. The biases of $\hat{c}$ and $\hat{k}$ are a bit greater, compared to the biases of $\tilde{c}$ and $\tilde{k}$. Although the biases of $\hat{c}$ and $\hat{k}$ do not change depending on the censoring proportion, the biases of $\tilde{c}$ and $\tilde{k}$ increase as the censoring proportion increases. All the biases get smaller as the sample size gets larger. $\tilde{k}$ mostly underestimate the parameter $k$ for all cases whereas $\hat{k}$ overestimates absolutely. Similarly, $\tilde{c}$ usually underestimates the parameter $c$. However, there is no such a case for $\hat{c}$. For each sample size, the MSE values of all the estimators increase when the censoring proportion gets larger. Also, all the MSE values get smaller as the sample size increases. Since the ML and MPS estimators are consistent, this
is an expected situation. Further, it is observed that there is not any remarkable superiority between the ML and MPS estimators with respect to the MSE criterion, that is, all the MSE values are close to each other for both methods in much cases.

5. ILLUSTRATIVE EXAMPLE

In this section, we will consider a real data set given by Mann and Fertig [28]. This data set is also studied by Prakash and Singh [29] from a Bayesian perspective. The data set contains 10 failure times of airplane components of total 13 items. The censoring scheme is type II censoring with \( r = 10 \) and \( n = 13 \). The data set is

\[
\{0.22, 0.50, 0.88, 1.00, 1.32, 1.33, 1.54, 1.76, 2.50, 3.00\}.
\]

If we model this data set with BIII distribution, the ML estimates of parameters and the related standard errors (in parenthesis) are obtained as \( \hat{c} = 1.4990(0.1435) \) and \( \hat{k} = 1.7025(0.2279) \). This data set was also studied in Crowder et al. [30]. They considered Weibull and lognormal models. For these models, the rough estimates were found by graphical technique as \( \hat{\alpha} = 1.4, \hat{\beta} = 2.2, \hat{\mu} = 0.5, \hat{\sigma} = 1 \).

Here, \( \alpha \) and \( \beta \) are shape and scale parameters of the Weibull distribution, respectively, \( \mu \) and \( \sigma \) are the parameters of lognormal distribution which are mean and standard deviation of the corresponding normal distribution, respectively. We have computed the ML estimations of these parameters as given in Table 7. In order to compare BIII, Weibull and lognormal models for this data set, we consider loglikelihood, Akaike information criteria (AIC) values and Cramér-von Mises and Anderson-Darling test statistics. The results are presented in Table 7. It should be noted that the Cramér-von Mises and Anderson-Darling test statistics for the type II censored data are computed by using the \( W^2_{r,n} \) and \( A^2_{r,n} \) statistics given in D’Agostino and Stephens [31] at p. 114. Critical points of the \( W^2_{r,n} \) and \( A^2_{r,n} \) statistics at significance level 0.5 are nearly 0.085 and 0.503, respectively as given in Table 4.5 of [31]. So, the associated \( p \)-values of both statistics for BIII, Weibull and lognormal models are much bigger than 0.5.

**Table 7.** Comparison of BIII, Weibull and Lognormal models

<table>
<thead>
<tr>
<th></th>
<th>ML Estimation</th>
<th>Loglikelihood</th>
<th>AIC</th>
<th>Cramér-von Mises ( W^2_{r,n} )</th>
<th>Anderson-Darling ( A^2_{r,n} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>BIII</td>
<td>( \hat{c} = 1.4990 )</td>
<td>3.0228</td>
<td>-2.0456</td>
<td>0.0191 (( p &gt; 0.5 ))</td>
<td>0.1292 (( p &gt; 0.5 ))</td>
</tr>
<tr>
<td>Weibull</td>
<td>( \hat{\alpha} = 1.4174 )</td>
<td>( \hat{\beta} = 2.2728 )</td>
<td>3.1269</td>
<td>-2.2538</td>
<td>0.0215 (( p &gt; 0.5 ))</td>
</tr>
<tr>
<td>Lognormal</td>
<td>( \hat{\mu} = 0.4788 )</td>
<td>( \hat{\sigma} = 0.9384 )</td>
<td>3.1107</td>
<td>-2.2213</td>
<td>0.0188 (( p &gt; 0.5 ))</td>
</tr>
</tbody>
</table>

From Table 7, it can be considered that the BIII is successful to model this data set as much as Weibull and lognormal models. This indicates that the BIII distribution may be a good alternative for fitting lifetime data sets. Furthermore, the predictions for the unobserved variables are computed as \( \hat{Y}_1 = 4.0601, \hat{Y}_2 = 6.3858 \) and \( \hat{Y}_3 = 20.0207 \) via BUP approach. When a sample of size 13 from BIII distribution with \( c = 1.4990 \) and \( k = 1.7025 \) is generated 10000 times, the last
three observations of ordered sample are computed averagely as 4.2975, 6.8485 and 19.9901. These values agree with the predictions, as expected.

6. Conclusion

In this study, we have concerned with the statistical inference problem for the BIII distribution under type II censored data. For this purpose, we have taken into account the ML and MPS methods. We have implemented the EM algorithm for the computation of the ML estimators. Also, the information matrix is derived by means of MIP. The unobserved future order statistics have been predicted via BUP approach. Monte Carlo simulations indicate that in order to estimate the model parameters, both of the ML and MPS methods can be used. Especially, if the censoring proportion is large we suggest to use the MPS method since absolute biases of the MPS estimators are lower than that of ML estimators. Finally, the real life examination has illustrated modeling capacity of the BIII distribution.
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7. Appendix

The integral given in Equation (2.7) is analytically obtained by first applying $1 + z^{-c} = y$ transformation and then applying partial integration. These steps are as follows:

$$
E \left[ \log \left( 1 + Z_{i}^{-c} \right) \mid Z_{i} > x_{r:n} \right] = \\
\frac{ck}{1 - F (x_{r:n})} \int_{x_{r:n}}^{\infty} \log \left( 1 + z^{-c} \right) z^{-(c+1)}(1 + z^{-c})^{-(k+1)} dz \\
= \frac{k}{1 - F (x_{r:n})} \int_{1}^{1+x_{r:n}^{-c}} \log \left( y \right) y^{-(k+1)} dy \\
= \frac{k}{1 - F (x_{r:n})} \left[ \log \left( y \right) \left( \frac{y^{-k}}{-k} \right) \right]_{1}^{1+x_{r:n}^{-c}} + \int_{1}^{1+x_{r:n}^{-c}} y^{-(k+1)} dy \\
= \frac{k}{1 - F (x_{r:n})} \left[ \log \left( 1 + x_{r:n}^{-c} \right) \left( \frac{(1 + x_{r:n}^{-c})^{-k}}{-k} \right) + \frac{1}{k^2} \left( 1 - F (x_{r:n}) \right) \right] \\
= \frac{1}{k} - \frac{(1 + x_{r:n}^{-c})^{-k}}{1 - (1 + x_{r:n}^{-c})^{-k}} \log \left( 1 + x_{r:n}^{-c} \right).
$$

Existence of the expectation given in Equation (2.8) can be easily shown by simple calculus.
To get the complete information \( I_{\text{com}}(\theta) \) the second partial derivatives of \( \log f \) with respect to \( c \) and \( k \) are

\[
\frac{\partial^2 \log f}{\partial c^2} = -\frac{1}{c^2} - (k + 1) \frac{\log^2(x) x^{-c}}{(1 + x^{-c})^2},
\]

\[
\frac{\partial^2 \log f}{\partial k^2} = -\frac{1}{k^2},
\]

\[
\frac{\partial^2 \log f}{\partial c \partial k} = \frac{\log(x) x^{-c}}{1 + x^{-c}}.
\]

Therefore the elements of the complete information based on \( n \) units are

\[
I_{\text{com}}(\theta)_{11} = n \left( \frac{1}{c^2} + (k + 1) E \left[ \frac{\log^2(X) X^{-c}}{(1 + X^{-c})^2} \mid X > x_{r:n} \right] \right),
\]

\[
I_{\text{com}}(\theta)_{12} = -n E \left[ \frac{\log(X) X^{-c}}{1 + X^{-c}} \mid X > x_{r:n} \right],
\]

\[
I_{\text{com}}(\theta)_{21} = I_{\text{com}}(\theta)_{12},
\]

\[
I_{\text{com}}(\theta)_{22} = \frac{n}{k^2},
\]

where \( X \) is BIII random variable. Since the expectations \( E \left[ \frac{\log^2(X) X^{-c}}{(1 + X^{-c})^2} \right] \) and \( E \left[ \frac{\log(X) X^{-c}}{1 + X^{-c}} \right] \) cannot be obtained analytically, they have to be computed numerically. The missing information is obtained in a similar manner. Skipping the derivation steps, we obtain the elements of the missing information as

\[
I_{\text{mis}}(\theta)_{11} = (n - r) \left( \frac{1}{c^2} + (k + 1) E \left[ \frac{\log^2(X) X^{-c}}{(1 + X^{-c})^2} \mid X > x_{r:n} \right] + A \right),
\]

\[
I_{\text{mis}}(\theta)_{12} = - (n - r) \left( E \left[ \frac{\log(X) X^{-c}}{1 + X^{-c}} \mid X > x_{r:n} \right] + B \right),
\]

\[
I_{\text{mis}}(\theta)_{21} = I_{\text{mis}}(\theta)_{12},
\]

\[
I_{\text{mis}}(\theta)_{22} = (n - r) \left( \frac{1}{k^2} - C \right),
\]

where

\[
A = \frac{\log^2(x_{r:n}) k \left( 1 + x_{r:n}^{-c} \right) \left( x_{r:n}^{-c} - k \right)}{(1 + x_{r:n}^{-c})^2 \left( 1 + x_{r:n}^{-c} \right)^{-k}},
\]

\[
B = \frac{(1 + x_{r:n}^{-c})^{-k-1} \log(x_{r:n}) x_{r:n}^{-c}}{(1 + x_{r:n}^{-c})^{-k}} \left[ 1 - k \log \left( 1 + x_{r:n}^{-c} \right) \left( 1 + x_{r:n}^{-c} \right)^{-k} \right]^{-1},
\]
\[ C = \frac{\log^2(1 + x_{-n}^{-c})(1 + x_{-n}^{-c})^{-k}}{(1 - (1 + x_{-n}^{-c})^{-k})^2}. \]

Here, the expectations have to be computed numerically since they have no analytical solution. Also, it should be pointed out that all the expectations related with the information matrices exist. It is straightforward from the existence of \( E[\log(X)] \).
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