INTERPOLATION METHODS FOR RECOVERING THE SAMPLING VALUES OF GPR DATA
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Abstract. Ground Penetrating Radar (GPR) is widely used to acquire the data from near surface depth. The acquired GPR data allow the users to investigate and examine the underground structures (anomalies) easily, quickly and accurately without any excavation. In GPR studies, data collection parameters such as the profile interval and step size, which can be controlled by users, play an important role in the identification of underground structures. But search area properties such as uneven surface, the presence of archaeological and other obstacles cannot be controlled by users. The obtained accuracy depends on the completeness and resolution of acquired GPR data. Due to some research area properties the data acquired from the search area may become incomplete and inadequate. Before analyzing, visualization and interpretation of the underground structures, the incomplete GPR data should be recovered. In this paper, nonstandard interpolation method are proposed for completing the missing data. The proposed methods were implemented on the real GPR data acquired from the test area. The obtained results showed that the similarity of the produced data as quite closer to the original data.

1. Introduction

Ground Penetrating Radar (GPR) is a widely used method to investigate the underground archaeological and geological structures [3], [17]. The use of GPR in researches and applications has recently been increasing, because it can explore and detect the underground structures quickly and accurately.

There are two main factors that affect the success of GPR research and applications. These are data collection parameters and search area properties. Data collection parameters such as antenna frequency, sampling and profile range, etc. are under the control of users, and the values of these parameters can be selected according to the search area properties. On the other hand, the search area properties such as uneven surface, the archaeological and other obstacles, technical failures during data collecting, etc. are outside the control of users. Any physical and chemical changes under the ground such as, metals, dissolved salts and the presence of conductive materials, etc. affect the properties of electromagnetic waves such as speed, amplitude
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and wavelength [1], [4-5], [7]. Due to search area properties, the obtained data can be missing/inadequate, and therefore an accuracy of 2D/3D visualization of the underground structures decreases [6]. This study proposes nonstandard Mean interpolation method to produce incomplete data as close to original data. In addition to proposed interpolation method, standard Cubic, Cubic Spline, Linear, Median and Mean interpolation methods were tested on real GPR data. The obtained results proved that the proposed nonstandard Mean interpolation methods give the best results in comparison with the standard ones to produce the incomplete data.

The study is organized as follows. Firstly, the proposed methodology is described to produce the incomplete data. Secondly, proposed nonstandard and known standard interpolation methods are implemented on real GPR data and obtained results are compared. Finally, obtained results from comparing are evaluated and the contributions of the study are summarized.

2. PROPOSED NONSTANDARD MEAN INTERPOLATION METHODS

GPR data consist of $N$ parallel profiles. Each profile consists of $M$ traces. Each trace consists of $K$ sample values (Fig.2.1).

![Figure 2.1](image)

**Figure 2.1** (a) Profiles of GPR data; (b) Traces of profile; (c) Sample values of trace

Due to the ruggedness and uneven surface of the search area, technical failures, etc. some sampling values may not be measured and collected. In order to recover these incomplete data with interpolation methods [12-13], the following steps are applied:

1. Obtaining data from the search area;
2. Producing new sampling value by using original sampling values;
3. Comparing the new sampling value with original sampling value;
4. Determining the appropriate interpolation method.
2.1 Obtaining the Data from the Search Area

It is necessary to use data sets obtained from the search area where the underground structure is well known for testing and verification of proposed technique. This type of data set is only possible with a created test area. The various sizes materials (such as, pipes and stone walls, metal and plastic drums) were placed in this test area and obtained data from there. In this way, the accuracy of the information about object can be determined precisely.

2.2 Producing the New Sampling Values

Trace consists of \( K \) sampling values. Some of these sampling values are randomly extracted. By applying different interpolation methods with the remaining sampling values, new values are produced instead of the extracted values. Interpolation methods used for producing sampling value are standard interpolation methods (Cubic, Spline, Linear, Median) and proposed interpolation method [9-11], [14-16].

The production of new sampling values by using the original sampling values is applied for \( m^{th} \) trace \((m=1,2,\ldots,M)\) of each \( n^{th} \) profile \((n=1,2,\ldots,N)\) (Fig.2.2).

![Figure 2.2](image)

**Figure 2.2** (a) The sampling values of \( m^{th} \) trace; (b) The sampling values used in interpolation method

2.2.1 Proposed Mean Interpolation Method

Any sampling value \( x_k \) \((k = 1,2,\ldots,K)\) of the \( m^{th} \) \((m=1,2,\ldots,M)\) trace is produced by using sampling values \( x_{k-i} \) and \( x_{k+i} \) \((i = 1,2,\ldots,1 \leq (k-i) \geq 2)\)
According to standard mean interpolation method, the average of used sampling values is calculated to produce new sampling value (Eq. #2.1). On the other hand, according to the proposed nonstandard Mean interpolation method, the variable $E$ of the increase or decrease amount (Eq. #2.2) and distance (Eq. #2.3) between the used values are taken into account during producing incomplete trace values.

$$M_{\text{std}} = \frac{\sum_{i=1}^{n/2} x_{k-i} + \cdots + x_{k+i}}{n} \quad (2.1)$$

$$E = \frac{x_{k+1} - x_{k-1}}{x_{k+1}} \quad (2.2)$$

When the incomplete sampling values are calculated using more than 2 neighbor sampling values, weight $w$ of neighbors should be taken into account.

$$w = \frac{2^{(n_v/2) - (i+1)} \frac{n_v^2}{n_v^2 + 1}} \quad (2.3)$$

where $n_v$ is a number of used neighbor sampling values. According to Eq. #2.3 the weight of the nearest neighbor sampling values is higher than others. So, using Eq. #2.2 and Eq. #2.3, $x_k$ can be calculated as follows.

$$x_k = \sum_{i=1}^{n_v} w(x_{k-i} (0.5 \pm E) + x_{k+i} (0.5 \mp E)) \quad (2.4)$$

According to Eq. #2.4, 0.5 is the coefficient used to calculate the standard mean, that is, it is taken in the same percentage from sampling values. In addition, in the developed interpolation technique, if there is an increase between the values, the increase amount is added to 0.5 for using high neighbor value and the increase amount is subtracted from 0.5 for using low neighbor value.

### 2.3. Comparison and Determining Similarity Ratio

In the comparison step, the produced sampling values by using interpolation operations are compared with the original sampling values. The similarity ratio is taken into consideration while determining the ideal interpolation technique.

Comparison was done by the Pearson Correlation Coefficient (PCC) [2], [8] metric. The PCC is calculated using the following formula.

$$P_{X,Y} = \frac{\text{cov}(X,Y)}{\sigma_X \sigma_Y} \quad (2.5)$$
where, $X$ and $Y$ are sampling values; $\text{cov}(X, Y)$ is the covariance of the two sampling values; $\sigma_X$ and $\sigma_Y$ are the standard deviations of corresponding sampling values. The value of PCC varies between -1 and 1. A value that is close to -1 or 1 means that the similarity between the two sampling values is strong.

2.4. Determining the Optimal Interpolation Technique

While determining the optimal interpolation technique, the results of interpolation techniques and original data are compared. According to comparing results, the technique giving the closest similarity ratio as close to the original is determined as an optimal interpolation technique. In addition to similarity ratios, the number of used neighbor values is taken into account. As a result, the optimal technique is determined by looking at similarity ratios and the number of used neighbor value.

3. Implementation

For the implementation of the proposed nonstandard Mean and standard Cubic, Cubic Spline, Linear, Median and Mean interpolation methods [9-11], [14-16], the profiles (Fig.3.1 (b)) acquired from embedded wall structure (Fig.3.1 (a)) in the test area were used.

![Figure 3.1](image-url) (a) The wall structure and (b) Sample profile

20 parallel profiles of the wall structure were acquired from the test area. The profile length was about 5 m. The distance between the profiles was taken as 0.25 m. The direction of the recorded profiles are shown in Fig.3(a), and the $m$th ($n = 1, 2, ..., 20$) profile image of the implementation data set is shown in Fig.3(b). Each of $M=188$ traces consists of $K=512$ sampling values. 7 sampling values were selected from the $m$th ($m = 1, 2, ..., 188$) trace at random intervals (e.g. [122-128], [172-178], etc.). First, the middle original sampling value (the fourth of 7) is removed, and then the new
sampling value instead of removed one was calculated using interpolation methods on the base of neighbor sampling values, and finally the sampling values of original and new sampling value were compared.

In order to decide for the appropriate interpolation method, the similarity ratio between the new sampling value and the original sampling value was used. The obtained results are given in Table 1.

<table>
<thead>
<tr>
<th>Interpolation Method</th>
<th>Removed Values#</th>
<th>Two neighbor values are used ((I=2))</th>
<th>Four neighbor values are used ((I=4))</th>
<th>Six neighbor values are used ((I=6))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard Cubic</td>
<td>25</td>
<td>0.9415</td>
<td>0.8159</td>
<td>0.8614</td>
</tr>
<tr>
<td></td>
<td>75</td>
<td>0.9297</td>
<td>0.8311</td>
<td>0.7703</td>
</tr>
<tr>
<td></td>
<td>125</td>
<td>0.9302</td>
<td>0.8343</td>
<td>0.7721</td>
</tr>
<tr>
<td></td>
<td>134</td>
<td>0.9324</td>
<td>0.8654</td>
<td>0.8162</td>
</tr>
<tr>
<td></td>
<td>175</td>
<td>0.9239</td>
<td>0.7844</td>
<td>0.7761</td>
</tr>
<tr>
<td>Standard Spline</td>
<td>25</td>
<td>0.9415</td>
<td>0.7212</td>
<td>0.2199</td>
</tr>
<tr>
<td></td>
<td>75</td>
<td>0.9297</td>
<td>0.7645</td>
<td>0.2729</td>
</tr>
<tr>
<td></td>
<td>125</td>
<td>0.9302</td>
<td>0.7870</td>
<td>0.3074</td>
</tr>
<tr>
<td></td>
<td>134</td>
<td>0.9324</td>
<td>0.8469</td>
<td>0.3871</td>
</tr>
<tr>
<td></td>
<td>175</td>
<td>0.9239</td>
<td>0.7058</td>
<td>0.2391</td>
</tr>
<tr>
<td>Standard Linear</td>
<td>25</td>
<td>0.9415</td>
<td>0.7712</td>
<td>0.7607</td>
</tr>
<tr>
<td></td>
<td>75</td>
<td>0.9297</td>
<td>0.7845</td>
<td>0.7456</td>
</tr>
<tr>
<td></td>
<td>125</td>
<td>0.9302</td>
<td>0.8270</td>
<td>0.6864</td>
</tr>
<tr>
<td></td>
<td>134</td>
<td>0.9324</td>
<td>0.8502</td>
<td>0.7844</td>
</tr>
<tr>
<td></td>
<td>175</td>
<td>0.9239</td>
<td>0.7542</td>
<td>0.7243</td>
</tr>
<tr>
<td>Standard Median</td>
<td>25</td>
<td>0.9421</td>
<td>0.8793</td>
<td>0.9015</td>
</tr>
<tr>
<td></td>
<td>75</td>
<td>0.9700</td>
<td>0.9527</td>
<td>0.9414</td>
</tr>
<tr>
<td></td>
<td>125</td>
<td>0.9768</td>
<td>0.9538</td>
<td>0.9500</td>
</tr>
<tr>
<td></td>
<td>134</td>
<td>0.9868</td>
<td>0.9743</td>
<td>0.9703</td>
</tr>
<tr>
<td></td>
<td>175</td>
<td>0.9538</td>
<td>0.9137</td>
<td>0.9035</td>
</tr>
<tr>
<td>Standard Mean</td>
<td>25</td>
<td>0.9421</td>
<td>0.9226</td>
<td>0.9122</td>
</tr>
<tr>
<td></td>
<td>75</td>
<td>0.9700</td>
<td>0.9567</td>
<td>0.9478</td>
</tr>
<tr>
<td></td>
<td>125</td>
<td>0.9768</td>
<td>0.9662</td>
<td>0.9550</td>
</tr>
<tr>
<td></td>
<td>134</td>
<td>0.9908</td>
<td>0.9787</td>
<td>0.9690</td>
</tr>
<tr>
<td></td>
<td>175</td>
<td>0.9538</td>
<td>0.9295</td>
<td>0.9146</td>
</tr>
<tr>
<td>Proposed Mean</td>
<td>25</td>
<td>0.9742</td>
<td>0.9423</td>
<td>0.9316</td>
</tr>
<tr>
<td></td>
<td>75</td>
<td>0.9823</td>
<td>0.9717</td>
<td>0.9524</td>
</tr>
<tr>
<td></td>
<td>125</td>
<td>0.9910</td>
<td>0.9856</td>
<td>0.9821</td>
</tr>
<tr>
<td></td>
<td>134</td>
<td>0.9967</td>
<td>0.9903</td>
<td>0.9814</td>
</tr>
<tr>
<td></td>
<td>175</td>
<td>0.9798</td>
<td>0.9539</td>
<td>0.9418</td>
</tr>
</tbody>
</table>
Each trace of the wall structure consists of $K=512$ sampling values. The 25th, 75th, 125th, 134th and 175th sampling values were assumed as incomplete ones and removed from traces. Instead of removed sampling values, the new sampling values were produced by interpolation methods using two, four and six neighbor sampling values of the complete sampling values. The similarity ratios of the new sampling values with the original sampling values are given in Table 1. Based on these results, according to PCC ratio the highest similarity is obtained by the mean interpolation method using two neighbors. Looking at the other results (four and six neighbor values), the further away from the neighbors of the values to be produced, the similarity ratio more likely falls. Therefore, choosing the two nearest neighbors gives the highest similarity ratio.

4. Results

There are two main factors that affect success of GPR research and applications. These are data collections parameters and search area properties. Data collection parameters which are under the control of users and it can arrange optionally. Search area properties which are outside the control of users are important factors for analyzing, processing, visualization and interpretation of underground structures. Factors which are not in the user’s control such as failures occurred during data acquisition stage, obstacles on and under the surface, etc. may lead to incomplete sampling values or missing sampling values in that region. In this context, various interpolation methods have been applied to the data acquired from the concrete test area to investigate the accuracy and the completeness of produced missing data. The results and findings are listed below.

When determining the optimal interpolation method, the produced sampling value is compared with the original sampling value extracted from the data. In determining step, the technique produced closest result to original is taken into account. While the standard and proposed interpolation methods are applied, interpolation is applied with different number of neighbor values (two, four, six). Interpolation technique by using the two closest neighbor values gives higher similarity ratio than other techniques. Similarity ratios of proposed method with two neighbor values are approximately 93-99%. On the other hand, in interpolation with more value, although samples are taken from most of the collected data, the similarity ratio reduces. Because the data values can change, as the distance between the data increases. In summary, when new data is produced instead of missing or uncollected data in archaeological research and applications, proposed mean interpolation technique with the two nearest neighbor values gives the highest similarity ratio.

In future works, the Kriging, IDW and other interpolation techniques will be investigated to produce the incomplete GPR data.
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